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(a) Training Accuracy of Different Methods

(b) Validation Accuracy of Different Methods

Figure 5: Comparison of methods of training a deeper model

inception model for reference, which should be easier to train than these larger models. We can find
that the models initialized with Net2Net operations converge even faster than the standard model.
This example really demonstrate the advantage of Net2Net approach which helps us to explore
the design space faster and advance the results in deep learning.

4 DISCUSSION
Our Net2Net operators have demonstrated that it is possible to rapidly transfer knowledge from a
small neural network to a significantly larger neural network under some architectural constraints.
We have demonstrated that we can train larger neural networks to improve performance on ImageNet
recognition using this approach. Net2Netmay also now be used as a technique for exploring model
families more rapidly, reducing the amount of time needed for typical machine learning workflows.
We hope that future research will uncover new ways of transferring knowledge between neural net-
works. In particular, we hope future research will reveal more general knowledge transfer methods
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